When Smart Devices Interact With Pervasive Screens:
A Survey

PAI CHET NG, JAMES SHE, and KANG EUN JEON, HKUST-NIE Social Media Lab, Hong Kong
University of Science and Technology
MATTHIAS BALDAUF, Institute for Information and Process Management, University of Applied

Sciences St. Gallen, Switzerland

The meeting of pervasive screens and smart devices has witnessed the birth of screen-smart device interaction
(SSI), a key enabler to many novel interactive use cases. Most current surveys focus on direct human-screen
interaction, and to the best of our knowledge, none have studied state-of-the-art SSI. This survey identifies
three core elements of SSI and delivers a timely discussion on SSI oriented around the screen, the smart
device, and the interaction modality. Two evaluation metrics (i.e., interaction latency and accuracy) have
been adopted and refined to match the evaluation criterion of SSI. The bottlenecks that hinder the further
advancement of the current SSI in connection with this metrics are studied. Last, future research challenges
and opportunities are highlighted in the hope of inspiring continuous research efforts to realize the next
generation of SSIL.
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1 INTRODUCTION

Within the past few years, pervasive screens have become a striking omnipresent element of to-
day’s urban environments: from public screens at airports, train stations, and shopping malls, over
semipublic screens in conference rooms, cinemas, and stadiums, to multiple personal screens in
private settings such as living rooms, as depicted in Figure 1. Yet despite their increasing penetra-
tion, today’s public screens are still mainly a passive medium acting as high-resolution billboards
without or with limited interaction possibilities for interested passers-by.

This work was supported by the HKUST-NIE Social Media Lab, HKUST.

Authors’ addresses: P. C. Ng, J. She, and K. E. Jeon, HKUST-NIE Social Media Lab, Hong Kong University of Science and
Technology, Clear Water Bay, Hong Kong; emails: {pcng, eejames, kejeon}@ust.hk; M. Baldauf, FHS St. Gallen, University
of Applied Sciences, Rosenbergstrasse 59, 9001, St. Gallen, Switzerland; email: iam@matthiasbaldauf.com.

Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee
provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the
first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others
than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to
redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee.
Permissions may be requested from Publications Dept., ACM, Inc., 2 Penn Plaza, Suite 701, New York, NY 10121-0701 USA,
fax +1(212) 869-0481, or permissions@acm.org.

© 2017 ACM 1551-6857/2017/08-ART55 $15.00

https://doi.org/10.1145/3115933

ACM Trans. Multimedia Comput. Commun. Appl., Vol. 13, No. 4, Article 55. Publication date: August 2017.



https://doi.org/10.1145/3115933
https://doi.org/10.1145/3115933

55:2 P.C. Nget al.

Fig. 1. Screens are everywhere: eboard (a) and Wow Display (b) in a public space, multiple projector screens
in a semipublic space (c), and multiple TV screens in a private space (d).

As suitable complementary devices for distant screens, academia has identified ubiquitous smart
devices and started to explore the design space of screen-smart device interaction (SSI) to enable
more attractive content and compelling interactive applications for public screens (Clinch 2013).
These devices’ rich and steadily growing features, including wireless high-speed connectivity, ac-
celerometers, gyroscopes, flashlights, and cameras, provide the basic cornerstones for a broad va-
riety of interactive SSI use cases. Examples include using a smart device as a versatile remote
control (Baldauf et al. 2016) or for creating and submitting content for interactive applications on
public screens (Alt et al. 2013).

Due to the vast number of SSI systems presented over the past few years, getting an overview of
the state-of-the-art SSI, and thus advancing the field, has become difficult. Recent related surveys
cover topics such as direct (touch or gesture-based) interaction with screens (Greimel 2011), in-
teractive tabletops (Bellucci et al. 2014), interaction with very large screens (Ardito et al. 2015), or
advertising as a specific SSI use case (She et al. 2014). However, a structured overview that surveys
and categorizes the recent works on SSI is missing.

The present survey fills this gap and provides a structured timely analysis of the current body of
SSIresearch. Its objective is to detect so far disregarded aspects of SSI and to uncover opportunities
for future research into SSI. This article provides the following three key contributions:

(1) State-of-the-art of SSI: This work provides an extensive survey on SSI research, struc-
tured into three core elements of SSI: screen, smart device, and interaction. The latest
development of SSI is investigated, and the factors that affect the performance of SSI are
discussed.

(2) Ewvaluation metrics: Two generic evaluation metrics (i.e., interaction latency and accuracy)
are adopted and refined to suit the SSI's evaluation criterion. We further identify the lim-
itations of current SSI in connection to these metrics with hopes of inspiring continuous
research efforts to advance the field of SSI.
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Fig. 2. Core elements of human-screen interaction (a) (She et al. 2014) and SSI (b).

(3) Research challenges and opportunities: The possible research challenges are presented ac-
cording to the research road map span from short- to long term. Furthermore, future re-
search opportunities for the next generation of SSI are identified.

The remainder of the article is organized as follows. In Section 2, SSI is defined according to its
core elements, which provides the structure for the succeeding sections. Two evaluation metrics
are also formulated as an assessing medium for the subsequent discussions in Sections 3 through 5.
Section 3 gives an overview of the first core element of SSI: screen. Section 4 focuses on the role of
the involved smart device, whereas interaction modalities between screens and smart devices are
surveyed in Section 5. Finally, Section 6 highlights future research challenges and opportunities,
and Section 7 concludes the article.

2 DEFINITION OF SCREEN-SMART DEVICE INTERACTION

In contrast to technical alternatives enabling direct human-screen interaction (Bellucci et al. 2010),

such as touch-sensitive screens supporting direct touch (compare to CityWall (Peltonen et al. 2008))

or screens equipped with cameras spotting mid-air gestures (compare to WaveWindow (Perry et al.

2010)), SSI involves indirect interaction with a distant screen via a smart device. Figure 2 depicts

the difference between human-screen interaction and SSI: instead of direct interaction with the

screen, SSI makes use of a user’s smart device to enable interaction with the screen or the system.
As its name implies, the notion of SSI comprises the following three core elements:

(1) Screen and content: Screen refers to any surface able to dynamically showcase multimedia
content involving text, images, video, and sound, if the respective hardware is available. In
a SSI scenario, the screen either comes with a built-in computing system or has been exter-
nally connected to a playback system that stores the contents and defines the scheduling
policy for content playback.

(2) Smart device: The smart device is a personal computing device that supports remote inter-
action with a screen. These smart devices are not restricted to a predefined form factor as
long as they satisfy the following fundamental core features, such as wireless connectiv-
ity (e.g., Bluetooth, WiFi, or cellular network) and advanced input capabilities (e.g., touch
screen, camera, and built-in sensors such as accelerometers and gyroscopes) Even though
the most popular smart devices today are smartphones and tablets, more recent respective
devices, including wearables, are expected to embark on a new evolution in SSL

(3) Interaction modality: The SSI modality refers to the style of interaction with the distant
screen using the smart device. Modern smart devices with their rich features (high-quality
displays, various built-in sensors, etc.) allow for a host of diverse interaction modalities.
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Fundamental for our notion of SSI is the (near) real-time interaction between the screen
and smart device enabled by communicating with the playback system.

In comparison to the aforementioned human-screen interaction, SSI does not require any addi-
tional hardware but supports the reuse of already deployed off-the-shelf screens. However, users
are required to use their smart device to interact with the screen. Human-screen interaction, on the
other hand, offers spontaneous interaction with the screen since users do not have to carry or wear
a smart device to interact with the screen. Whereas human-screen interaction limits the interaction
range (i.e., users need to be in front of the screen to interact), SSI enables interaction from various
distances, supporting screens situated in unreachable locations (Deller and Ebert 2011). Distant
interaction further avoids hygiene issues, such as those associated with public touch screens (Dix
and Sas 2010), and allows for the consumption of the entire content on a large screen, which is not
possible in short distance interaction (Tomitsch et al. 2014).

Since both types of interaction systems have their own strengths, it is vital to take the design
principle and target audiences into consideration before deciding which systems to use. For exam-
ple, it is more appropriate to employ human-screen interaction when the target audience is elders,
who do not always own a high-tech smart device. Furthermore, interaction accuracy in terms of
the content being consumed is not a big issue with human-screen interaction, as users are always
in front of the screen and conscious of the content with which they are interacting; however, it
might be a problem with SSI, where content exchange between the screen and smart device is in-
volved. The only possible latency with human-screen interaction is the process taken at the screen
to translate users’ touch commands, whereas SSI might need to deal with latency induced by the
processes at the screen, smart device, and the server.

2.1 Research Methodology

As motivation and a starting point for our survey, we observe the gaps in related survey papers.
As mentioned, none of the prior surveys have investigated the three core elements of SSI from a
holistic approach. In view of this, we started to collect related works from various digital libraries
(e.g., Google Scholar, ACM Digital Library, and IEEE Xplore Digital Library) and organized them
according to the notion of SSI. To ensure that this survey does not overlap with previous related
surveys, we also studied the latest surveys conducted by Greimel (2011), Bellucci et al. (2014), She
et al. (2014), and Ardito et al. (2015), and filtered out the ones that have already been subject to
similar discussion. Out of the total 287 papers downloaded, we have narrowed down our discussion
to only the 69 most recent papers (i.e., the papers published within 10 years from the date of this
survey) that address the related technologies according to the three core elements defined in SSIL

The cited works are organized in csv format and exported to Matlab for further analysis. Al-
though the works cited in this survey might be insufficient to give an overall picture of current
research due to page constraints, it should still capture meaningful insight regarding SSI, as de-
picted with the generated word cloud in Figure 3(a). Figure 3(b) shows the distribution of these 69
works according to their publication year. From this simple visualization, it is clear that being in-
teractive is still the main concern in the field of SSI. This visualization also tells us that researchers
have started to look into the interactive techniques involving mobile, smart device, multilarge dis-
plays, and so forth. This further assures us about the direction of this survey article, which is to
investigate the interaction between a screen and smart device. We can see that this research field
has received much attention lately, and ACM is the leading publisher that produces many high-
quality works in this field. Among all of the works we have cited, the work of Boring et al. (2010)
published in the ACM CHI series is the one with the highest citation count (i.e., 226 as of April 2,
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Fig. 3. (a) The word cloud visualizes the major focus of this survey corresponding to the collected paper. (b)
The distribution of the collected papers with respect to publication year.

2017). The ACM CHI series has been the active venue for SSI-related research, with 21 works been
cited in our survey, which is approximately one third of the total cited work.

2.2 Evaluation Metrics

This survey focuses on the interaction between the screen and smart device with a human in the
loop and thus studies the effects of interaction latency on accuracy on the quality of experience
(QoE). Rather than reinforcing the accuracy study in lower layers, such as the physical and net-
work layers, this survey focuses on the latency and accuracy issue that is perceivable by humans,
especially in the application layer involving multimedia exchange in diverse form factors. The
following sections refine the scope of adopted evaluation metrics specific to the field of SSIL

2.2.1 |Interaction Latency. Interaction latency is critical in today’s society, especially in metro-
politan areas where everyone is in a rush and everything needs to be done fast. Here we consider
the latency contributed by a few interaction-related processes: at the screen, the smart device, and
the server. Interaction latency can be induced due to the content scheduling policy on the screen
or hardware specifications of the screen, such as frame-refreshing frequency and resolution.

First, considering the related processing over the screen as a black box, latency induced at screen
ts given the user triggering the interaction at time ¢; can be described as follows:

ts = f:c(Ps, C|ti), Ise >0, (1)

where p; is a set of design parameters/hardware specifications of a screen and C is the type of
content scheduling policy adopted by the said SSIL

Second, a smart device always needs to handle multiple tasks (or threads) concurrently, and
a certain degree of delay might be induced when a high-priority task is in execution. Note that
the time taken to handle multithreading is subject to the hardware specifications and processing
memory of the smart device. Another parameter that might affect the processing time is the size
of the content—that is, denser data might take a longer time to process than sparse data. Similarly,
by considering the related processing over the smart device as a black box, the latency contributed
by the smart device t; given ¢; can be represented as follows:

ta = falpa, Alti), tq >0, (2)
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Fig. 4. The evaluation metrics: interaction latency (a) and interaction accuracy (b).

where p is a set of design parameters related to the hardware specifications of a smart device and
A is the implemented algorithm that processes the collected data.

Today, most SSIs use a server to facilitate the interaction between the screen and smart device
over a wireless channel; the possible parameters that might affect the data routing/exchange in
the SSI are the allocated bandwidth, network capacity, traffic load, and so forth. In general, the
interaction latency caused by the processes at server ¢, conditioned on t; can be described as
follows:

to = fo(po, xIti), t1 >0, (3)
where p,, is a set of design parameters related to the specifications of a server and y is the routing
algorithm employed by the server.

Figure 4(a) illustrates the overall interaction latency At. By considering Equations (1) through
(3), the overall interaction latency At can be estimated as follows:

At =t —t; =ts + tg + 1, 4)

where t, is the content receiving time and ¢; is the interaction triggering time.

Over the years, several works have been proposed to reduce the induced latency. For example,
Scherfgen et al. (2015) present a system that is able to select the best timing in capturing images
such that the system is able to achieve a fast response rate. He and Ho (2016) propose an efficient
multicast scheduling policy to achieve a real-time transmission with minimal response delay. Note
that most works try to minimize the latency by tackling either the processing at the screen, smart
device, or server individually, and so far no effort has been taken to address the latency issues
contributed by these three elements concurrently.

2.2.2 Interaction Accuracy. Incorrect interaction might induce frustration, especially when the
current content to be interacted with is perceivable by users. Since the content is the ultimate
output consumed by users during an interaction, given the target content C; and output content
C,, the interaction accuracy Aj in general can be formulated as follows:

N ()

ioq 1,

i=1-"0

o 5

L ©)

where N is the total number of interactions performed by a user and I, is the outcome of the
interaction from i = 1 to i = N. The outcome of interaction I, is defined as follows:

(1 ifc, =G
%‘%,ﬁQ¢Q’ ©)

Ar =

where C; is the expected content to be obtained during the interaction. An error occurs when C, is
different from Cy; this scenario is depicted in Figure 4(b). However, Equation (5) is only valid when
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C, is perceivable, and this might not be the case for certain SSI applications. Hence, we further
refine the metric by considering the accuracy from the following three cases: screen, smart device,
and server.

An error occurs when the screen is not able to respond to the interaction commands, and such
an error can be due to the hardware specifications of the screen. Another possible error is when
the screen receives corrupted interaction commands, which can happen when more than two com-
mands are sent at the same time and corrupt each other. Similarly, the output content C, s condi-
tioned on t; can be formulated as follows:

Co,s :gs(Ps’glti)’ (7)

where g (ps, ¢) is a processing block that outputs the content subject to a set of design parameters
ps related to the hardware specifications of the screen and the received interaction command g.

Most smart devices rely on certain intelligent algorithms to process the sensor/image/wireless
signals and translate the corresponding interaction commands. Furthermore, some sensors might
suffer from sensitivity in their data measurements due to their underlying hardware specifications.
Considering the two scenarios discussed earlier, the output content C, 4 perceived from the smart
device perspective can be described as follows:

Co,a = ga(pa, Alti), ®)

where p, is a set of design parameters related to the hardware specifications of the smart device
and A is the corresponding signal processing algorithm.

As discussed, the server acts as a gateway to control the flow of interactions between multiple
screens and multiple smart devices. In other words, the server processes the incoming interaction
commands and routes the commands to the designated screens/smart devices accordingly. Errors
might occur when the server forwards the commands wrongly in consequence to the incorrect
routing process. In general, the output content subject to the processes at the server C, ., given t;
can be formulated as follows:

Co,v :gv(pv7)(|ti)a (9)

where p,, is a set of design parameters related to the hardware specifications of the server and y
is the corresponding routing algorithm.

Last, even though the interaction commands are interpreted correctly, C, could still be incorrect
due to incorrect routing at the server. Supposing that the routing is correct, the C, will depend
on the processes at the screen/smart device. In general, the C, corresponding to C, s¢, Co 54, and
Co,sv are summarized in Table 1.

3 SCREEN AND ITS CONTENT

Screens have become the major media channel for content presentation, including dynamic con-
tent such as videos and animations. These screens come in different sizes, ranging from large-scale
screens, such as tiled video wall screens found on metropolitan streets and in shopping malls, to
medium-scale screens, such as projector screens in cinemas and conference halls, to small-scale
screens, such as 3D big screens in living rooms. However, not every form of content fits every size
of screen, and not every size screen is suitable to be deployed in every type of location. In other
words, we should always consider the underlying design purpose of the content, the message to
be delivered, target audiences, and the deployment location before choosing the screen.
Moreover, in the SSI context particularly, the role of a screen is not only limited to content pre-
sentation but also to content that will attract passers-by and engage them in further interaction.
User engagement is not a big deal in a private setting, as the user will always take the initiative

ACM Trans. Multimedia Comput. Commun. Appl., Vol. 13, No. 4, Article 55. Publication date: August 2017.



55:8 P.C. Nget al.

Table 1. Combination of Possible C,

| €(go,sv) | e(go,sd) | (9o, sc) ” Co | Remark |
0 0 0 Co,sc = Co,sd = C, are identical
Co,sv
0 0 1 {Co,sd>Co, 50} C, could be either C, 54 or

Co,sd subject to the
interaction command.

0 1 0 {Co.5dCo, 50} Same as above.
0 1 1 {Co.s5d>Co, 50} Same as above.
1 0 0 Co,sc C, is always incorrect.
1 0 1 Co,sc C, is always incorrect.
1 1 0 Co. sc C, is always incorrect.
1 1 1 Co,sc C, is always incorrect.

Note: e(-) € {0, 1} measures the error with regard to C,, where 0 means the correct output and 1 means
incorrect output.

to interact with the screen, such as playing a game on the screen using her smartphone. How-
ever, in an urban environment, user engagement is always challenging, and one of the underlying
challenges is the nature of the content displayed on the screen. Studies have observed that many
people regard the content displayed on public screens as boring and therefore ignore them inten-
tionally (Mdller et al. 2009; Ribeiro and Metrdélho 2016). In view of the engagement issues with
public screens, the following sections discuss the sources of content with the aim to identify the
correlation between the content and deployment environment. We also examine the effect of the
content scheduling policy on the interaction accuracy and latency.

3.1 Sources of Content

According to Clinch (2013), contents are important resources in SSI, and generally sources of
content are generated from these two major types: system-defined content and user-generated
content. System-defined content is attractive in terms of its professional design, whereas user-
generated content encourages open creativity contributed by the general public. Both types of
content have their own engagement power, and this article examines their engagement power
subject to the environmental context.

3.1.1  System-Defined Content. System-defined content is usually paid content in which the
content is professionally designed and created to maximize the benefit of the stakeholder. Many
commercial SSI systems have been developed for advertising, as this is the sector that contributes
to the highest revenue return. However, advertising content is deemed to be the most annoying
content and consequently suffers from the engagement issue. To increase its engagement, many
advertising companies have started to adopt SSI for their advertisements in urban environments
(compare to Smart Signage (She et al. 2013) and WallShop (Muta et al. 2015)). Such SSI-based ad-
vertising systems leverage a smartphone to interact with the advertising content shown on the
public screen. For instance, users can retrieve the content in which they are interested (review
comments, product recommendations, etc.) into their smartphone for private browsing in addition
to the main content shown on the screen. However, current interaction techniques are limited to
system-defined content and unable to adjust their content to suit users’ preferences. Consider-
ing the big data generated from social media networks and sensors, data analytics can be inte-
grated into the current SSI systems for advertising such that the systems are able to predict users’
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(2) (b)

Fig. 5. Sources of content. (a) System-defined content (e.g., Interactive 3D Cinema (Hakkila et al. 2014)). (b)
User-generated content (e.g., Social Display (Bellucci et al. 2015)).

preferences and adapt their content accordingly. In addition to advertising, gaming (Dingler et al.
2015; Weiflker et al. 2016) and edutainment (Hakvoort 2013; Ceipidor et al. 2013) are two other
major domains that are highly dependent on system-defined content. Although it is nearly impos-
sible for users to alter these types of system-defined content, SSI is able to turn a passive content
viewing experience into an exciting interaction and thus increase user’s engagement. Figure 5(a))
illustrates an interactive cinema scenario where users are allowed to catch the objects glowing out
from the screen with their smartphones (compare to Interactive 3D Cinema (H&kkil4 et al. 2014)).

Since system-defined content is centrally distributed, latency induced at the server can be
greatly reduced since the network traffic is under monitoring. The only concern is the size and the
resolution requirement of the content. Since these contents are professionally designed, screens
with low specifications might not be able to display the received content correctly. Additionally,
the size of the content might affect the refresh rate of the frame and result in obvious delay dur-
ing the content transition time. Furthermore, interaction accuracy might also be affected when
the request to change content is faster than the frame update rate. Taking MMM Ball by Weifker
et al. (2016), for example, suppose that user A sends a command from his smartphone to move a
ball to the left, and before the screen responds, user B joins in and asks the ball to move to the right.
In this case, the screen might refresh its frame according to user A’s command and switch halfway
to entertain user B’s command, or either users’ command will be abandoned due to the slow frame
update rate. Hence, it is very critical to choose the right screen to handle the requirements of the
said SSI.

3.1.2  User-Generated Content. Shifting the content generation to users can possibly increase
the engagement, as users might willingly involve themselves in an interaction when the content
submitted by a user becomes the subject of hot discussion. In this case, the screen shows a mixture
of predefined content that invites users to submit custom content in the form of text, images,
and the like. For example, Figure 5(b) depicts how a user submits her commentary regarding a
specific artifact displayed in a museum through her tablet (Bellucci et al. 2015). The submitted
commentary, which is then made publicly accessible on the see-through display, has encouraged
users to participate in further discussion. Multimedia sharing system is another respective SSI
development that promotes user-generated content in which users can share their music videos
or images on the screen through their personal smart devices (compare to Select&Place2Share
(Seifert et al. 2014)).

Even though user-generated content can be very engaging, a certain level of administrative
controls is deemed necessary to avoid content spamming. Such spamming, if not handled care-
fully, might have a negative impact and eventually drive people away from interaction. In terms
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of interaction latency, similar to system-defined content, it is very much subject to the physical
attributes and specifications of the deployed screens. Note that interaction latency and accuracy
are correlated in the screen context—that is, a significant latency will result in an interaction error.
For example, the screen might not be able to update the content submitted by users when previ-
ously created content is still undergoing processing. Furthermore, a screen is always limited by
its physical size, so parts of the user-generated content might not be displayed once the amount
of submitted content exceeds a certain limit. To address this issue, one can consider making use
of suitable visualizations to ensure the visibility of the entire content or to intelligently rearrange
content and dedicate a larger display area for highly relevant content.

3.2 Support for Content Authoring

The ongoing penetration of smart devices has witnessed increasing interest in exploring devel-
opment tools and frameworks that allow the easy creation of content and user interfaces spread
over multiple screens. Modern Web technologies have often applied to realize cross-device user
interfaces and interaction on off-the-shelf consumer devices. For example, Weave (Chi and Li 2015)
is a scripting framework based on JavaScript and HTML to facilitate the creation of cross-device
wearable interactions. Conductor (Hamilton and Wigdor 2014) is another respective framework
based on cues that are broadcast between involved devices using Web sockets and JSON mes-
sages. Further related examples based on JavaScript APIs include Panelrama (Yang and Wigdor
2014) and Connichiwa (Schreiner et al. 2015). Frosini and Paterno (2014) present an API that can
be exploited in both Web and Java applications and thus also supports native mobile applications
written in Android.

An example of a middleware-based approach for developing multidisplay applications is Shared
Substance (Gjerlufsen et al. 2011), which is a powerful generic data-oriented framework in a multi-
device environment (displays, mouse pointers, user content, application states, etc.). The creators
conclude that their data-oriented programming model with middleware support for sharing data
and functionality provides a flexible, robust solution with low viscosity at both design time and
runtime. In addition to frameworks and middleware for creating cross-device content, graphical
approaches for content creation have also been explored. For example, XDStudio (Nebeling et al.
2014) is a builder tool for graphical user interfaces spread over multiple devices. XDStudio not
only supports content authoring for several displays on a single device but also features on-device
authoring.

3.3 Content Scheduler

A content scheduler defines how multiple content can be displayed either on a single screen or
collaboratively over multiple screens. Here, we focus our discussion on two common types of
content schedulers: the temporal scheduler and the spatial scheduler.

3.3.1 Temporal Scheduler. Figure 6(a) illustrates the concept of a temporal scheduler. A tempo-
ral scheduler is widely seen in most commercial screens to broadcast the advertisement sequen-
tially according to the allocated time slot—for example, Smart Signage (She et al. 2013). The major
issue with a traditional temporal scheduler is the inflexibility in content viewing. Since there is
no way for users to rewind or replay the content, if a user misses a particular content, she needs
to wait for the same content to be repeated, which can greatly degrade the QoE. To address this
issue, Smart Signage allows users to drag the content shown on the screen to their smartphones
such that users can still browse the content using their smartphones even though the content on
the screen changes. However, such an approach suffers from low interaction accuracy, especially
when the allocated display time for a content is too short.
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Fig. 6. Two types of content schedulers: the temporal scheduler (a) and the spatial scheduler (b).

3.3.2  Spatial Scheduler. In case of typical large public screens, multiple content can be displayed
on a single screen at the same time by explicitly assigning each content to an available area on the
screen, as illustrated in Figure 6(b). The Augmented Video Wall is one example that uses a spatial
scheduler to display multiple content on the screen (Baldauf and Frohlich 2013). The physical
constraints of the screen size pose a great challenge to the spatial scheduler, where some content
might need to be compromised so that it can all be squeezed onto a single screen. One solution is
to use a tiled display wall with an array of multiple screens to provide a high-resolution display for
multiple content. Other than the physical constraint imposed by the limited screen size, Dix and
Sas (2010) also stated that the complexity of interaction increases proportionally with the amount
of content being displayed on a single screen. Such complexity inherently increases the interaction
latency and decreases the interaction accuracy.

4 SMART DEVICE AND ITS ROLES

This section discusses two elementary roles of a smart device: using the device as a second (minia-
ture) screen and as a remote control. Finally, the interplay across multiple smart devices is dis-
cussed in Section 4.3.

4.1 Smart Device as Second Screen

A smart device, in most cases, features a private view in a much smaller form factor in addition to
the current view shown on the screen. For example, Augmented Video Wall sends a user-selected
video to the user’s smartphone from a list of videos showing on the large screen (Baldauf and
Frohlich 2013). Most museum applications have also explored the use of a smartphone to grant
users the accessibility to extra information regarding the displayed artifacts shown on the public
screen (Hakvoort 2013).

The interaction latency in this case is very much dependent on the file to be transferred or the
quality of the streamed video. Since the screen available on a smart device is typically smaller
than the public deployed screen, we can reduce the possible latency by compressing the data to
be transferred to the smart device. By minimizing the interaction latency, the interaction accuracy
can also be improved. This is especially true for screens that showcase multiple content based on
a time scheduler. Another factor that will affect the interaction accuracy is when two contents
are closely spaced. Hence, careful placement of multiple content on the screen is needed when a
spatial scheduler is employed to guarantee multiple users good QoE over the same screen without
interfering with each other.

4.2 Smart Device as Coupling Device

Another widely exploited function of a smart device is to couple it with the screen so that a user can
control or navigate the content on the screen using his own personal smart device. When a smart
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Fig. 7. Screen miniaturization limits the possible interaction design space (Ni and Baudisch 2009).

device is used as a coupling device, the dataflow between the screen and smart device is bidirec-
tional in general. For example, uCanvas allows users to control the cursor on the screen through
the smartphone’s built-in magnetometer and accelerometer (Dingler et al. 2015). In addition to
such sensors, computer vision techniques have also been exploited to enhance the interaction ex-
perience. For example, Jeon et al. (2010) use the smartphone’s camera to compute the motion flow
and inherently move the object shown on the screen, whereas Turner et al. (2013) introduce a gaze
control that can be used to control the object on the screen through eye motion. Compared to the
previous two roles, extra hardware is required in this system—that is, an eye tracking system to
track the motion of the eye.

Using a smart device as a coupling device has been widely applied in gaming applications. For
example, MMM Ball allows users to play the game shown on the distant screen via a smartphone-
based gamepad (Weilker et al. 2016). However, this kind of smartphone-based gamepad often
requires user to fix her eyes on the smartphone’s screen and implicitly decreases the interaction
accuracy, as users might miss the updated content shown on the screen. According to the in-
vestigation conducted by Baldauf et al. (2015), most smartphone-based gamepads have failed to
substitute for a traditional joystick due to the lack of sensory touch feedback. The lack of sensory
touch feedback has implicitly increased the interaction latency.

4.3 Interplay Across Multiple Smart Devices

With the emergence of wearable devices such as smart rings, smart glasses, and smart watches,
smart device-based interaction is no longer limited to portable devices such as smartphones and
tablets. The restriction of screen size due to the screen miniaturization (Holz et al. 2012), as shown
in Figure 7, inevitably poses a great design challenge since some of the smartphone-based inter-
action modalities might not be applicable to wearable devices and reduce the degree of freedom
in interaction design in connection to the limited design spaces. Nonetheless, such a limitation
has indeed motivated research communities to seek other alternatives and inherently opened the
door for greater opportunities, such as manipulating every part of the body as an input control to
achieve hands-free and eyes-free interactions.

Since each smart device has its own pros and cons, for example, a portable smart device is more
accessible, and a wearable smart device is more intuitive, the interplay across smart devices can
create intuitive and accessible interaction by leveraging the strength of both. For example, Watch-
connect (Houben and Marquardt 2015) introduced a smart watch to smartphone joint interaction
by coordinating the smart watch’s motion and the smartphone’s touch input to extend their visual
and tactile outputs to each other. Such interplay ensures users QoE by assigning the role of the
smart watch and smartphone according to their own strengths. For instance, the smart watch is
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Fig. 8. Commonly used methods for device pairing: QR code (a), image recognition (Baldauf and Frohlich
2013) (b), NFC tag (Fei et al. 2013) (c), and BLE beacon (d).

responsible for gesture motion, whereas the smartphone is responsible for storing the pull-down
content.

5 INTERACTION AND ITS TECHNOLOGIES

To realize the interaction specified by SSI, three essential technologies are needed: device pairing,
data communication channel, and interaction modalities. This section surveys the SSI system ac-
cording to these three technologies and evaluates the interaction scalability in connection with
the two adopted evaluation metrics.

5.1 Device Pairing

As discussed, a smart device must bind itself to a screen such that data can be exchanged over the
dedicated communication channel. In addition to manual pairing (i.e., keying in the pairing pass-
word or typing in the URL manually), spontaneous device-pairing techniques have been developed
that can be divided into two general types: vision based and radio based.

5.1.1 Vision Based. By leveraging a camera-enabled smartphone, together with computer vi-
sion techniques, users can bind their smart devices to the target screen. One of the more widely
adopted vision-based techniques is the QR code, which binds the smart device to an accessible
link for further interaction (Karaman et al. 2016). Figure 8(a) shows the use of a QR code to raise
users’ awareness regarding the events held in the shopping mall. However, many find that the
QR code is not appealing enough to attract users, and researchers have started to exploit other
image recognition techniques for device pairing. Referring to Figure 8(b), Baldauf et al. (2013) pro-
posed spontaneous device pairing by scanning the image shown on the screen. This vision-based
approach is a popular choice for device pairing due to zero deployment cost; however, it has a
heavy computational load, which might increase its interaction latency. Furthermore, interaction
accuracy might also be affected as a consequence of the lack of robustness of the implemented
computer vision algorithm.

5.1.2 Radio Based. In earlier days, radio-based device pairing was used and was considered
to be painfully tedious, as it involved several steps. First, the device must be initialized in the
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discovery mode; second, the target device (i.e., the screen in SSI context) must be selected; and
third, the encrypted password must be keyed in to connect. Despite its tedious process, it is still
widely applied in most SSI systems. For example, WiFi is used to associate the device to the local
area network (compare to Smart Signage (She et al. 2013)) or Bluetooth to an ad hoc network
(compare to IBBAS (Parker et al. 2016)). Lately, near field communication (NFC) tags and Bluetooth
low energy (BLE) beacons, as shown in Figure 8(c) and (d), have emerged to be an alternative
pairing mechanism. The drawback with the radio-based approach is the hardware deployment
cost, as extra hardware is needed. Such extra hardware might induce extra latency subject to the
processing memory of each piece of hardware. In contrast to the manual pairing, incorrect pairing
might result since users are generally unaware, for example, of the target BLE device with which
the smart device is communicating. Consequently, such incorrect pairing will lead to incorrect
interaction.

5.1.3 Others. In addition to vision-based and radio-based device pairing techniques, some SSI
systems use a hybrid approach to initiate the device pairing. For example, Yamaguchi et al. (2013)
proposed a pairing technique by comparing the gesture motion obtained from the smartphone’s
accelerometer with the motion captured by the screen-side camera. Since each of the device pairing
mechanisms has its own strengths, the developers need to be careful in deciding the right pairing
mechanisms by considering the design principles, the purpose of the applications, and the target
audiences. The deployment environment is another factor that developers need to consider. For
example, it might be inapplicable to adopt a vision-based approach for some gallery-based SSI
systems if the gallery setting is generally dark with a limited number of dim lights.

5.2 Data Communication

A data communication channel is established once the screen and smart device are paired. Most
SSI systems are either connected to an ad hoc network or local area network via radio-based or
optical-based technologies. Radio-based technologies, such as infrared (IR), are normally used for
ad hoc communication, whereas Bluetooth can be used to support multiple users either in an ad
hoc manner or within a personal area network (PAN). WiFi technology is widely used for data
transfer, as it can support a higher data transmission rate and thus minimize the possible latency.

An optical-based communication channel is another wireless channel used in SSI systems. One
recent example that used an optical communication channel for data transfer is by Lichtblick
(Ostkamp et al. 2015). Lichtblick manipulates a sequence of optical signals emitted by the smart-
phone and translates them into a series of codes that can be recognized by the screen. The advan-
tage of optical-based communication is that no Internet connection is needed, as both the screen
and smart device can communicate directly over the optical communication link. The drawback
is that the smartphone and screen must be within the line of sight for correct interaction. De-
spite all of the limitations, optical-based interaction is another best choice for future interaction
development due to the low latency guarantee with a high data transmission rate.

5.3 Interaction Modalities

As discussed, interaction modalities are a set of commands for the users to interact with the system.
The interaction modalities can be in the form of sensors, image processing, or optical signals. The
commonly exploited interaction modalities for SSI are tangible touch, mid-air gesture motion,
augmented reality (AR), and gaze control.

5.3.1 Tangible Touch. One common approach that provides tangible touch is by using an NFC-
embedded screen with which users can interact using an NFC-enabled smartphone to select, pick
up, and drop an object on the screen (Broll et al. 2013). In addition to NFC, another approach to
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Fig. 9. Interaction modalities: tangible touch (Schmidt et al. 2012) (a), mid-air gesture motion (Pietroszek
et al. 2015) (b), AR (Boring et al. 2011) (c), and gaze control (Turner et al. 2013) (d).

realize tangible touch interaction is to exploit the matching between the camera and touch events
of both the screen and smart device. For example, a mobile device can be used as a stylus to select
and pick up media content by touching the graphical representation on the screen (Schmidt et al.
2012) (Figure 9). Such interaction modality requires a robust image processing algorithm such that
the system is able to identify the user’s input correctly. Lack of robustness might eventually affect
the interaction accuracy. Interaction latency might also be induced in consequence of heavy traffic
load, especially when multiple users trigger interactions at the same time.

5.3.2 Mid-Air Gesture Motion. Various technologies have been exploited to achieve mid-air
gesture motion interaction with the screen, such as using the data from a smart device’s built-
in sensors, and computing the motion through image detection or comparing the detected
ray signal. Pears et al. (2009) propose a gesture interaction method by calculating the image
marker position. In addition, a gesture interaction based on ray signals was recently proposed by
Pietroszek et al. (2015). Such an interaction supports remote interaction over a 3D space. As op-
posed to the occlusion problem with tangible interaction, gesture interaction allows multiple users
to interact simultaneously at a distance. However, mid-air gesture motion also suffers from a simi-
lar performance bottleneck as tangible touch since the implemented algorithm is sensitive to noise
and unable to produce correct detection in a noisy environment.

5.3.3 Augmented Reality. Using AR techniques to interact with the screen is active research in
SSI. For example, Figure 9(c) shows the AR interaction between a smartphone and media facade
through live video (Boring et al. 2011). By calculating the spatial relationship between the video
frames and the media facade, users can control the content shown on the media facade via their
smartphones. According to Parker et al. (2015), AR interaction can promote multiple interactions
while guaranteeing the privacy of each individual through private and personalized interactions.
However, they also impose a high computational load that consequently affects overall interac-
tion accuracy. Furthermore, the complexity of the related AR algorithm might also increase the
challenge to achieve acceptable interaction accuracy.
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Fig. 10. Mapping of related works according to the scalability of their systems.

5.3.4 Gaze Control. In addition to using a smartphone-enabled camera, some systems have
started to exploit the possibility of using a screen-side camera together with an eye-tracking sys-
tem to achieve an eye-free interaction through gaze control. Examples of SSI systems that use
gaze control are found in the work of Stellmach and Dachselt [2013] and Velloso et al. [2016].
Figure 9(d) illustrates the scenario where a user pulls and pushes a file between a smartphone and
a screen through gaze control (Turner et al. 2013). Gaze control interaction is intuitive; however,
such a mechanism is expensive in software computation in addition to the high hardware imple-
mentation cost. The interaction latency and accuracy are also subject to the specifications of the
deployed hardware and the software algorithm.

5.4 Interaction Scalability

A scalable system which can support multiple interactions without compromising the interac-
tion accuracy and latency is always desirable. Referring to the diagram shown in Figure 10, the
interaction scalability is defined according to the ratio of screens to smart devices: one-to-one,
one-to-many, many-to-one, and many-to-many.

5.4.1 One-to-One. Most of the earlier works in SSI are based on one-to-one interaction, as
shown in Figure 10. One-to-one interaction is the most simple architecture in SSI development
and has been widely applied in remote control applications, such as using a smartphone as a re-
mote control to interact with a smart TV (Fu 2016; Vepséldinen et al. 2015). Due to the limitations
of eye tracking systems, most gaze control-based SSIs are mostly one-to-one interaction systems
(Turner et al. 2013; Stellmach and Dachselt 2013). Since one-to-one interaction only involves one
screen and one smart device, the major cause of latency is the processing time at the screen and
smart device rather than the network traffic. Whereas for interaction accuracy, incorrect interac-
tion occurs when the system fails to interpret the command sent by the user correctly.

5.4.2  One-to-Many. One-to-many interaction is widely applied in public scenarios, where mul-
tiple users are allowed to interact with a single screen simultaneously via their own smart devices.
Multiple smart devices can interact with a single screen either independently or collaboratively.
For example, Augmented Video Wall (Baldauf and Frohlich 2013) enables multiple users to interact
with the screen independently (i.e., the interaction event triggered by user A is independent of the
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interaction event triggered by user B). Collaborative interaction means that user A and B are work-
ing together to trigger the interaction. This kind of interaction is always seen in game applications
where multiple users use their own smart devices to play the game shown on the screen (Weilker
et al. 2016). Collaborative interaction is beneficial in facilitating group discussion, where multiple
users can share their input from their smart devices to the screen for public discussion (Seifert
et al. 2012; Rittenbruch 2015). Since one-to-many involves multiple smart devices interacting with
a single screen, a server with a large capacity is needed to support the increasing traffic load. A
low bandwidth server might result in undesirable latency and may affect the QoE. Furthermore,
a high specification screen is desirable such that the screen can process multiple received content
quickly and refresh their displays accordingly.

5.4.3 Many-to-One. Many-to-one interaction is less popular in a public scenario, as it is consid-
ered inefficient to deploy multiple screens yet only a single user can interact with them at any one
time. This type of interaction is mostly applied in a workstation, where a user needs to work with
multiple screens. To achieve a seamless interaction between multiple screens, Boring et al. (2010)
proposed a touch projector system where users can move the content from one screen to another
screen freely using their smartphones. One-to-many interaction is software computationally ex-
pansive as opposed to many-to-one interaction, which imposes heavy computation and processing
on the hardware. Similarly, interaction latency and accuracy are still the ultimate design consid-
erations considering the requirement of the hardware implementation.

5.4.4  Many-to-Many. One of the examples of many-to-many interactions is the dual interac-
tion system (Lee et al. 2011) that allows users to share their designs from their smartphones to
different types of screens, such as a projected screen and tabletop, simultaneously to facilitate
collaborative discussion. Note that interaction latency and accuracy are critical in many-to-many
interactions. Imagine a scenario where many people are talking at the same time; chances are
that some conversations might be lost due to the noise and interruption. Similarly, when multiple
smart devices are talking to multiple screens at the same time, interaction errors might happen
when the system is not able to distinguish between the target and interference signals. Further-
more, many-to-many interactions can impose heavy network traffic and consequently increase
the interaction latency. Hence, a scalable SSI system should be able to support an increasing inter-
action capacity—that is, many-to-many interactions without compromise in terms of interaction
latency and accuracy. Such a scalable SSI system is desirable in a collaborative setting to support
synchronous and asynchronous interactions across multiple screens and smart devices.

6 RESEARCH CHALLENGES AND OPPORTUNITIES

Having surveyed the existing work in the field of SSI extensively, we identify several future re-
search opportunities. This section outlines such research challenges and opportunities organized
on a basic research road map from short- to long-term research.

6.1 Short Term

Short-term research challenges and opportunities for the coming 2 years are described as follows.

6.1.1 Interoperability Between Multiple Screens. With ongoing advances in display technology,
screens are no longer limited to a certain form factor, and any object can be augmented to become
a screen. In addition to adding a screen to a vehicle or using a free-floating screen (Schneegass et al.
2014), as shown in Figure 11, recent research has also exploited the possibility of a projector screen
being carried by a user and transforming it into a public screen for collaborative interaction (Wolf
et al. 2016). Notwithstanding the emergence of various screens, most of them work independently.
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Fig. 11. From a situated screen to a moving screen to a flying screen: large screen at Hong Kong Cyberport
(a), moving screen on a truck (b), and free-floating screen (Schneegass et al. 2014) (c).

To address the issue related to interoperability, Miiller et al. (2014) propose remote interaction
with connected screens. Their experiment concludes that the cooperation of connected screens at
different locations can increase user interaction and stir a remote honey-pot effect. Even though
connected screens could be a solution to the interoperability issue, standardization is still needed
to ensure interoperability between multiple screens.

6.1.2  Online to Offline Interaction. Despite the current development of smart technologies,
many have raised concerns regarding the time people spend on the Internet. Since technology
can take users from offline interaction to online interaction, many researchers believe that by re-
versing the use of such technology, it can coax users back to offline interaction. For example, by
using a second screen to reveal users’ activities with their smartphones, it creates an opportunity
for serendipitous interaction (Jarusriboonchai et al. 2016). In other words, a second screen can
be used as a social display to inform the surroundings of the current activity of a user. Through
a second screen, passers-by can be made aware of the activity of a user and offline interaction
can be stimulated when a passer-by is interested in the user’s activity. Many research works have
also started to manipulate wearable devices as a second screen to stimulate offline interaction. For
example, Pearson et al. (2015) propose using a smart watch as a public display, which can deliver
services like the weather forecast to people. A smart handbag has also been used as a public screen
to stimulate social interaction (Colley et al. 2016). Obviously manipulating the current technology
and reversing a private screen to a public screen encourages online interaction to revert back to
social interaction. However, a second screen is not widely accepted in many communities due
to privacy concerns, and further interdisciplinary research is needed to understand the public’s
acceptance as well as the reliability of the privacy protection adopted by the second screen.

6.2 Mid Term

The following two sections describe the mid-term research opportunities within a 5-year horizon.

6.2.1 Remote Communication and Collaboration. Networked public screens have been identi-
fied as a new communication medium that is able to connect people from different city districts, dif-
ferent parts of a country (see Gen. Schieck et al. (2014)), and even across country borders. Whereas
for many applications the touch-enabled public screens are used, the role of additional smart de-
vices for this usage scenario is unclear at this time. Smart devices might not only be used as input
devices in this scenario, but their displays might additionally provide a private space to show
personal and maybe privacy-critical information. Further, additional body-worn displays might
enable even more complex communication and interaction modalities. Future research could in-
vestigate this interplay of public screens with public information and tiny private screens with
private information for multimodal remote communication and collaboration scenarios in urban
environments.
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6.2.2 Interaction Beyond the Screen. Recently, several works have been proposed to extend in-
teraction with real-world objects. For example, Snap-to-it (de Freitas et al. 2016) allows users to
control any object using their smartphone. After using a vision-based approach to pair up the
object, users can access the Web-based interface to control the target object using their smart-
phone. Similarly, an AR approach can be applied to interact with cultural artifacts exhibited inside
a museum. Through an overlay video on the smartphone’s camera, extra pieces of information re-
garding a particular artifact can be acquired and viewed in real time (Rattanarungrot et al. 2015). In
addition to a vision-based approach, a radio-based approach has also been applied to interact with
an Internet-connected object, which is generally known as the Internet of Things (IoT). One viable
radio technology for IoT interaction is BLE. For example, a BLE-based smart ticketing system has
been developed for public transportation (Narzt et al. 2016). With the current advancement of IoT,
many opportunities have been created to extend smart device-based interaction with real-world
objects.

6.3 Long Term

Challenges and opportunities in the long term (i.e., the next 10 years) are related to recent trends
toward radical new display technologies and smart device classes beyond wearables.

6.3.1 Interaction with Shape-Changing Displays. Whereas screens have been becoming flatter
and more fine grain over the past few years, the next generation of displays might dynamically
change their shape and represent content in 3D. Recent respective research just started to explore
potential applications for such shape-changing displays (Sturdee et al. 2015). We argue that the
combination of such organic displays with today’s and upcoming smart devices enables an entirely
new set of interaction and use cases. For example, a smart device might be physically integrated
into a dynamic display environment and become part of its novel shape and functionality.

6.3.2  Pervasive Screens and Future Smart Devices. HCI research has started to investigate novel
classes of smart devices beyond today’s wearables, such as smart glasses and smart watches. An
example is AugmentedForearm (Olberding et al. 2013), a wearable display that covers the entire
forearm and thus provides a large display surface. Other research focuses on (nearly) invisible
devices implanted underneath the human skin. Researchers have begun to investigate the basic
functionality of implanted devices such as sensing input through skin and communicating with
external appliances (Holz et al. 2012). Related research investigated on-skin input for controlling
mobile devices (Weigel et al. 2014). The combination of such future human-augmenting devices
with nearby pervasive screens enables a variety of novel use cases and provides diverse research
opportunities from seamless pairing to novel, maybe implicit, interaction with the screen.

7 CONCLUSION

SSI delivers multimedia content to the public through publicly deployed screens and engages users
in interaction via diverse interaction modalities. In this survey, recent advancements in SSI have
been presented and structured according to the notion of SSI. Two evaluation metrics (i.e., interac-
tion latency and accuracy) have also been used to discuss the performance limitations of current
works in SSI. The contents shown on the screen are the ultimate factor that draws users’ attention
before any interaction. Hence, it is important to understand how the content is created, distributed,
and scheduled over multiple screens. Ubiquitous smart devices play various roles in our daily life.
The interaction between screens and smart devices allows content to be exchanged from the public
medium to the private medium, and vice versa. Contradictory to direct human-screen interaction,
a data communication link needs to be established between the screens and smart devices be-
fore they can interact. The overhead induced during device pairing and its impact toward QoE is
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discussed. This work hopes to highlight the development of SSI in terms of interaction scalabil-
ity (i.e., the capability to support multiple interactions without compromising the two evaluation
metrics described earlier) and stimulate the next generation of SSI research with possible research
opportunities. To conclude, SSI offers a means of interacting with pervasive screens through smart
devices, reflects a smart lifestyle with context-aware services, and encourages social interaction
in modern urban environments.
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